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 Image data has played a crucial role in the Clinical Decision Support System 

(CDSS). While numerous studies have focused on developing techniques to 

extract valuable information from image data to aid in disease diagnosis, there is 

a lack of attention on the storage and retrieval technologies for image database. 

Extracting information from image data for decision making models requires a 

substantial volume of image data. However, images often come with large file 

sizes due to their high resolution and complex details, and compressing such data 

may lead to the loss of critical diagnostic information. Thus, the challenge lies in 

preserving the relevant information within images while managing data volume. 

This literature review aims to explore existing research on image-specific database 

systems, and their techniques for image data storage and information retrieval to 

enhance the application of images within CDSS. The review also brings attention 

to the need for specialized database systems that are tailored to handle the unique 

characteristics of clinical image data. Consequently, this review serves as a 

foundation for future research endeavors aimed at advancing image data 

management and utilization in the realm of medical diagnosis and beyond. 
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Introduction 

 

Computerized Clinical Decision Support Systems (CDSSs) are software programs designed to assist clinic 

decision-making by using data, medical knowledge, and analysis engine for generating patient-specific 

assessments or recommendations to health professionals (Sim et al., 2001). It either retrieves data to evaluate a 

set of literature-based, practice-based, or patient-directed rules from a prepopulated knowledge base, or leverages 

artificial intelligence, machine learning, or other statistical learning methods to produce recommendations 

(Berner, 2007). The traditional information includes patient's historical records like Electronic Health Records 

(EHR) (HealthIT, 2018; Lopez et al., 2023). In contrast, contemporary data sources incorporate some unstructured 

data types, such as images, audio, and other forms of multimedia content. While CDSSs primarily rely on 

structured medical data and clinical knowledge, the heterogenous image data has significantly expanded their 

scope and effectiveness (Georgiou et al., 2011). The importance of image data in CDSS is evident in various 

medical domains, including radiology, pathology, and cardiology. The fusion of clinical and imaging data 

leverages the power of artificial intelligence and machine learning to assist healthcare professionals in identifying 

patterns, anomalies, and potential risk factors, leading to improved diagnostic accuracy, better treatment selection, 
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and ultimately, enhanced patient outcomes (Sutton et al., 2020). 

 

With the increasing prevalence of image applications, there are more requirements for advanced technologies of 

information retrieval from images, as well as image storage and processing (Hill et al., 2001). Numerous advanced 

image analysis techniques are now available to aid healthcare professionals or users in extracting information 

from images or facilitating image classification, including but not limited to tumor detection, medical image 

interpretation, diagnosis of diabetic retinopathy, and the development of diagnostic tools utilizing multimodal 

feature learning for Alzheimer's disease diagnosis (Georgiou et al., 2011). However, there are few articles 

dedicated to the technology of image databases, primarily due to their limited utilization within the CDSS. As a 

decision support system, researchers have predominantly focused on the inferences that can be drawn from the 

data, without delving into the origins of the data itself.  While many studies have delved into the storage of images 

in an image database (Chang et al., 1988), many modern technologies necessitate databases to possess 

functionalities beyond mere image storage. For example, telemedical communication requires rapid retrieval of 

images or image-related information from the database for real-time interactions (Cao et al., 2003). Currently, the 

literature is scarce on comprehensively summarizing the image database functionalities aligned with modern 

CDSS requirements and the corresponding technologies. This leads to two research questions: What are required 

functionalities for Image Database? And what are current technologies?   

 

Another issue that researchers have overlooked is the impact of data storage on the performance of CDSS systems. 

This is primarily due to the lack of quality attributes for image database implementation in CDSS. Quality 

attributes are crucial for the process of system development, as they define the criteria for requirements that 

subsequently guide design, implementation, and testing activities (Bass et al., 2003). System quality and 

associated quality attributes are inherently domain specific (DeLone et al., 2003). To the best of our knowledge, 

no research has identified the desired quality attributes. Thus, this leads to our third research question: what are 

the quality attributes of image database implementation in CDSS?   These three research questions naturally lead 

to the need for a systematic literature review (SLR) of literature about image database implementation in CDSS, 

because it provides “a means of evaluating and interpreting all available research relevant to a particular research 

question or topic area or phenomenon of interest” (Kitchenham, 2004). The next section of this SLR represents 

the methods and the final two sections represent the results and discussions. 

 

Method 

 

This systematic literature review adheres to the PRISMA (Preferred Reporting Items for Systematic Reviews and 

Meta-Analyses) checklist and reporting workflow, in accordance with the guidelines outlined by Page et al. 

(2021), as delineated below. 

 

Eligibility Criteria 

 

This review includes all peer-reviewed studies that examined image database systems. Inclusion criteria define 

English as the only acceptable language. Additionally, each study has to be required to provide information 
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regarding at least one system functionality in conjunction with the associated image database technology. 

Moreover, studies have to address the quality attributes or evaluation criteria related to the technology. An 

overview of the eligibility criteria is presented in Table 1.   

 

Table 1. Eligibility Criteria 
 

Specified Criteria 

Inclusion Peer reviewed studies 

Studies reported implementation of image database system 

Studies reported at one functionality, related technology and quality attribute 

Exclusion Studies published in a language other than English 

Studies reported image database system other than health domains  

Studies reported image database system without specific functionality 

Systematic reviewed studies of image database system 

Adoption studies of image database system 

 

Information Source and Search Strategy 

 

The information search sources used for this review include PubMed, IEEE, Science Direct, ACM Digital Library, 

and Wiley Online Library. In addition to these databases, backward-reference list checking was performed to 

identify additional studies. The following combination of keywords were used: (“clinical decision support 

system” OR “medical imaging”) AND (“image database” OR “image database system” OR “Picture Archiving 

and Communication System”). 

 

Selection Process 

 

The selection process of studies retrieved from the initial search included three iterative phases: (1) screening 

phase, where titles, abstracts, and keywords of articles were reviewed to exclude irrelevant ones based on the 

eligibility criteria; (2) eligibility phase, where the full-text of articles were reviewed to assess their relevance to 

this study; and (3) backward-reference list checking, where phases 2 and 3 were repeated for eligible articles from 

phase 2. 

 

Data Collection Process and Data Items 

 

A data extraction form was created (see Table 2) based on research questions. The functionalities of image 

database systems were firstly extracted. The SLR summarized all image database systems with their 

functionalities and required technologies, as well as quality attributes if they can guide the design, implementation, 

and test of image database systems. It also reviewed how studies evaluated the performance of functionalities in 

image database systems based on quality attributes. At last, the SLR also presented recommendations for future 

research, specifically focusing on investigating which technologies can simultaneously fulfill functionality 
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requirements while ensuring Quality attributes. 

 

Table 2. Data Extraction Form 

Items Descriptions 

Functionalities What are the required basic functionalities in an image database 

system implemented in the CDSS? 

Technologies What are current technologies that can fulfill those functionalities? 

Quality Attributes What are quality attributes that have been considered for guiding the 

design, implementation, and test of image database systems? 

 

Critical Appraisal 

 

Following the preliminary screening, two researchers independently undertook the second and third phases of the 

selection process. In cases of disagreement, extensive discussions were held among the researchers to reach a 

consensus. Subsequently, the selected articles were individually coded by the researchers, guided by the data 

extraction form. The following section provides the discussion of results.     

 

Results 

 

The initial database search yielded a total of articles. The review of title, abstract, and keywords excluded articles. 

Language criteria excluded four articles reported in a non-English language. After the full-text review, only the 

papers meeting the specified criteria were selected (see Figure 1). The final included articles are listed in Table 3. 

 

 

 

Figure 1. Search Decision and Screening Flowchart 
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Table 3. Final Included Articles 

Index Article Artifact  

1 (Cao et al., 2003) An Integrated Medical Image Database 

2 (Elbers et al., 2020) An Imaging Research Database 

3 (Santos et al., 2020) Medical Imaging Repositories 

4 (Siadat et al., 2005) Human Brain Image Database System 

5 (Marcos et al., 2007) Medical Image Management 

6 (Zhuang et al., 2023) Lung CT Image Database 

7 
(Suapang et al., 2011) Web-Based Medical Image Archiving and 

Communication System 

 

Functionality 

 

Similar to traditional databases, image databases possess certain essential functionalities, including data storage, 

information retrieval, and data security. More specifically, there are some functionalities unique to image 

databases, such as key point localization within images and image feature extraction (Siadat et al., 2005). 

 

Data Storage 

 

Image data differs from conventional structured or textual data in that it can occupy a significant amount of space, 

particularly as image resolutions continue to increase, leading to the continuous increase of image size in the 

health domain (Cao et al., 2003). The most common method of image storage is to save the original images on 

cloud drives or local hard disks, while keeping the image information in the traditional database with a specific 

format, such as DICOM (Elbers et al., 2020). This method preserves the size and quality of the original image, as 

well as providing timely access of image for stakeholders. However, this method has scalability limitations. Once 

the storage capacity reaches its limit, the cost will increase by expanding the storage size (Bhaya et al., 2021). 

Despite the efficiency achieved in information provision and image access, it is still a time-consuming process 

when dealing with certain real-time healthcare services, such as telemedicine systems (Cao et al., 2003). 

 

The second method is image compression, which has proven to be a solution to reduce the size of a digital image 

file while attempting to maintain its visual quality and the information it contains (Cai et al., 2000). Image 

compression can occupy less storage space by reducing file size. It can also speed up image access within the 

database through reduced network congestion and faster content delivery due to less bandwidth requirement when 

transmitted over the internet or downloaded from a webpage (Siadat et al., 2005). However, image compression 

entails a loss of image quality, specifically the loss of some fine details, which are irreversible (Suapang et al., 

2011; Cai et al., 2000). The detail loss is unacceptable for medical imaging, which demands a high level of 

precision, particularly when they are supporting the diagnosis and treatment (Gordillo et al., 2013).    

 

The last method is to format the image into a 2D string with different structures, typically vector-oriented and 
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pixel-oriented. This allows all image information to be stored in the form of strings within the database, thereby 

avoiding the storage demands associated with image formats while preserving all relevant information (Chang et 

al., 1988). However, this function has not been widely applied in the health domain, mainly because it relies on 

the accuracy of image processing. Any inaccuracies in the information conversion process have potential to 

mislead healthcare professionals when making decisions. Additionally, doctors are unable to access the correct 

information by viewing the original images if such errors have occurred. 

 

Information Retrieval 

 

Information retrieval is a critical aspect of contemporary image database technology. Traditional image 

information retrieval methods include various methods that are similar to query in relational database queries 

(Chang et al., 1988). Currently, the comprehensive medical image database system integrates web application 

servers, which are more user-friendly for stakeholders to access the image and require information more cost-

effectively (Cao et al., 2003). Localization and feature extraction are two steps for information retrieval in 

integrated systems. Localization identifies and delineates the boundaries of anatomical structures within the image 

by strategically positioning an initial polygon around the interest area (Siadat et al., 2005).  

 

The polygon serves as the foundation for subsequent analysis, particularly the application of deformable models, 

which allows for the creation of highly accurate and high-resolution segmentations. Following the precise 

localization, feature extraction identifies and extracts meaningful features from images to help stakeholders 

understand the anatomical context and support their semantically rich content-based procedures (Siadat et al, 

2005). As a result, the extracted features are contextually relevant to the specific structure of interest, leading to 

semantic richness and less noise or irrelevant information in subsequent analysis stages.  

 

However, this approach is highly sensitive to initial conditions. It is only effective for single targets. When it 

comes to multi-target localization, it may be prone to errors due to noise sensitivity (Zhang et al., 2017). Such 

errors can also lead to information loss during the feature extraction process. Therefore, this method requires 

further validation. 

 

Data Security and Privacy 

 

Among the selected articles, data privacy has been mentioned multiple times with a consistent method, the de-

identification, which is a process to reduce personal privacy risks by removing identifiers from health information 

of medical images, thereby supporting the secondary use of data for comparative effectiveness studies, policy 

assessments, life sciences research, and other endeavors (Elbers et al., 2020; OCR, 2023). There is an absence of 

discussions about enhancing the security of the image data itself due to mature security services provided by cloud 

drives or local hard disks. However, some medical images, such as certain facial surgery photos still contain 

sensitive patient information, so simple de-identification cannot eliminate the risk of patient information leakage. 

Therefore, we argue that the privacy and security of image data itself and its associated information need to be 

carefully considered.   
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Technology 

 

The performance of these functionalities can be achieved through the utilization of various technologies. The 

desired functionality of the image database dictates the selection of appropriate technologies. This section aims 

to provide a detailed description of the various technologies available for the implementation of these functions. 

 

Technologies for Storage 

 

The Digital Imaging and Communications in Medicine (DICOM) is the most common technology used in the 

storage of image database systems. It stands as the established standard for the communication and management 

of medical imaging data and related information (Thomas et al., 1995). It facilitates interoperability among 

medical imaging devices and systems from diverse manufacturers by defining specific "Transfer Syntaxes", like 

JPEG (Joint Photographic Experts Group) and RLE (Run-Length Encoding), for image encoding and 

compression. Different transfer syntaxes can be used based on the specific requirements of the medical 

application, including endoscopic, pathologic, and radiological images, as well as electrocardiograms (ECGs) 

(Cao et al., 2023; Suspang et al., 2011).  

 

On the other hand, the 2D string format has two primary structures: Vector-oriented and Pixel-oriented. Vector-

oriented structure encapsulates the essential geometric information of an image through vectorization, followed 

by representing an image in a mathematical and vector-based format. It is often employed in applications where 

the focus is on capturing and preserving the vector-based information of images, such as in computer-aided design 

(CAD) or graphics applications (Siadat et al., 2005). In contrast, the Pixel-oriented structure encodes individual 

pixels of the image by assigning a specific value or character in the string and meticulously capturing the visual 

details and color information of the image (Chock et al., 1984). The Pixel-oriented structure is commonly 

employed in applications where the integrity and fidelity of the image data are paramount, such as medical 

imaging, where even the minutest details in radiological or clinical images are critical for accurate diagnoses. This 

method retains the original pixel-by-pixel information, making it suitable for situations where image quality and 

precision are of utmost importance. 

 

Technologies for Information Retrieval 

 

Query is a fundamental component of information retrieval technology, used for retrieving desired information 

from data storage. The goal of a query is to filter and retrieve data based on user-provided conditions or examples 

to obtain relevant results. Different query technologies employ distinct strategies and techniques to achieve this 

objective. Other than traditional query, general relational database systems also involve other advanced 

technologies like Query-by-Example (QBE) and quadtrees. QBE is a database querying method designed to 

simplify interaction between users and databases. In QBE, users do not need to write specific query languages or 

expressions; instead, they provide example data as query criteria used by the system to execute a database query 

and return results (Zloof et al., 1977). A quadtree is a common spatial partitioning data structure used for recursive 

partitioning and organization of two-dimensional planes by dividing them into four quadrants, each of which can 
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be further subdivided into four sub-quadrants, creating a tree-like structure (Chang et al., 1979).    

 

Due to the unique nature of image databases, general queries are typically limited to extracting information stored 

in the database. Therefore, image databases often require specialized indexing techniques. Iconic indexing is a 

technology employed for the retrieval and management of multimedia data, particularly concerning images and 

videos. It utilizes icons or representative images to describe entire multimedia files and enables users to obtain 

information about the content of the file by viewing the icons. The core concept behind iconic indexing is to map 

complex multimedia data onto easily understandable icons, thereby simplifying the retrieval process (Chang et 

al., 1988). Apache Lucene is a Java library widely employed for text search and indexing in various applications. 

In medical image processing and retrieval, Lucene can be used for two types of data indexing: Full Text Indexing 

and Metadata Indexing (Santos et al., 2022). The image database system can create a full-text index of text data 

related to images, such as image descriptions and case information, to enable users to search medical image 

databases through text queries. In terms of Metadata Indexing, DICOM metadata contains crucial information 

about medical images (Santos et al., 2020). At last, a "Vertex Index" is typically used to describe the indexing of 

vertex positions or identifiers within graph data structures. It effectively represents and manipulates complex 

graphic objects, like 3D modeling, graphics rendering, and graphic databases (Siadat et al., 2005).    

 

Technologies for Data Security and Privacy 

 

The only technology mentioned in the selected references is the removal of identifiers (Elbers et al., 2020). Having 

data without any identification is advantageous for generating data analysis models. However, it is not user-

friendly for healthcare professionals, who are seeking to create tailored treatment plans. Therefore, alternative de-

identification techniques can be employed. For example, the data tokenization substitutes sensitive data with 

distinct tokens or references. This approach ensures that the original data is securely stored in a separate location, 

while only tokens are utilized within the dataset.    

 

Quality Attributes 

 

Quality attributes are critical in system development because they represent the performance requirements that 

establish criteria for the guidance of design, implementation, and testing activities (Bass et al., 2003). System 

quality and its related quality attributes are domain specific (DeLone et al., 2003). This section summarizes the 

existing quality attributes mentioned in selected references for image database systems. 

 

Storage Size 

 

Storage size directly influences the capacity and scalability of the database, especially with the vast volume and 

complexity of big data (Marcos et al., 2007). Proper allocation of storage resources ensures the database's ability 

for the growing number of images to prevent the storage burden from compromising system performance or 

incurring excessive costs (Suapang et al., 2011; Santos et al., 2022). The crux of the matter lies in the fact that 

methods aimed at relieving the storage burden are not without their associated drawbacks. For instance, image 
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compression has inaccuracy during image processing and causes information loss. Also, a mere expansion of 

storage capacity would lead to increased costs and a time-consuming image information retrieval process. 

Therefore, how to balance the data storage approach and data retrieval methods with the storage size requirements 

can be a future research direction. 

 

Timeliness 

 

Timeliness refers to the ability to minimize any possible latency, like the duration between the user initiating a 

query and the moment the database management system (DBMS) completes the query, during the decision support 

process (Marcos et al., 2007). According to selected articles, the timeliness of the image database system is 

primarily contingent upon storage size, which directly impacts response times, as well as the index complexity, 

often characterized by a notable time overhead (Siadat et al., 2005; Marcos et al., 2007).   

 

Cost 

 

The complexity always goes hand-in-hand with cost (Hevner et al., 2012). Some well-satisfied CDSS solutions, 

often commercial systems, are prohibitively expensive (Amouh et al., 2005). The cost of technologies is also a 

reason that prevents advanced information applications in the health domain (Knickman et al., 2015). The cost of 

image database systems includes initial setup and ongoing operational expenses. For example, in an integrated 

image database system, interconnecting and extracting image source data from multiple data sources not only 

incurs high setup costs due to establishing connections between different departmental servers but also results in 

high operational costs as data exchange is required among various servers (Cao et al., 2003). F 

 

ull-text indexing query is also identified as a highly costly process (Marcos et al., 2007). Some studies suggest 

that knowledge-based segmentation can reduce certain expenses. However, such an approach requires domain 

experts with relevant knowledge to perform manual segmentation, leading to time-consuming and labor-intensive 

processes (Siadat et al., 2005). Therefore, it is essential to find a balance between the cost of human labor and 

technology.   

 

Interoperability and Information Exchange 

 

Interoperability is the ability of the system to exchange and share information between different systems (Handler, 

2004). It addresses the database's capability to seamlessly integrate and exchange image data with diverse, 

heterogeneous sources and systems for efficient data sharing and collaboration (Santos et al., 2022). For example, 

storage resource broker (SRB) supports shared collections distributed across multiple organizations and 

heterogeneous storage systems, illustrating how interoperability is applied in managing diverse data sources 

(Marcos et al., 2007). In addition, DICOM has been widely recognized and utilized for enabling the efficient 

exchange of medical images and related information via standardizing and converting image data from various 

sources into a consistent format (ACR-NEMA, 2004; Cao et al., 2003; Santos et al., 2022). Furthermore, this 

standard also facilitates efficient and standardized communication between different medical imaging modalities 
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(Suapang et al., 2011).   

 

Data Security and Privacy 

 

Data security and privacy are important in the protection of sensitive or personal information in the database 

system of the health domain (Elbers et al., 2020). While data security hasn’t been specifically mentioned in 

selected articles, some existing technologies do incorporate data security elements. For instance, DICOM 

considers data protection and privacy issues in addition to format standardization by removing sensitive data from 

DICOM headers, following a methodology akin to the safeguarding of clinical data (Santos et al., 2022). 

Additionally, general cloud drivers often offer data security services. 

 

Data Validation 

 

Data validation is a critical aspect of image databases, including the verification of accuracy, completeness, and 

integrity of image data within the database. Reliable image data is indispensable for research, decision-making, 

and preventing erroneous outcomes (Cheng et al., 2019). The implementation of robust data validation 

mechanisms has been approved by a DICOM application called VA-PODR, which carries out the external 

validation and calibration of a prognostic model for mortality among patients with non-small cell lung cancer, 

showcasing the significance of validated data in various medical contexts (Elbers et al., 2020). 

 

Discussions 

 

To the best of our knowledge, this is the first systematic literature review focusing on functionalities, technologies, 

and quality attributes in the implementation of image database systems in CDSS simultaneously. This SLR 

answers three research questions with some new findings. The three functionalities are data storage, information 

retrieval, and data security and privacy. The data storage can be implemented by DICOM standard as the image 

compression technology and vector or pixel-oriented 2D string technologies. Technologies used in information 

retrieval include different types of indexing and content-based image retrieval or knowledge-based segmentation 

as socialization and feature extraction methodologies. Data security and privacy are normally accomplished by 

de-identification. The SLR also summarized six quality attributes, including storage size, timeliness, cost, 

interoperability, data security or privacy, and data validation. 

 

Table 4. Relationship Between Functionalities, Technologies, and Quality Attributes 

Functionality Methodologies Technologies Quality Attributes 

Storage 

size 

Timeliness Cost Interoperability Security 

/ Privacy 

Data 

validation 

Data Storage Cloud or Local 

Driver 

 
X X X X X 

 

Image 

compression 

DICOM X 
  

X X X 
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Functionality Methodologies Technologies Quality Attributes 

Storage 

size 

Timeliness Cost Interoperability Security 

/ Privacy 

Data 

validation 

2D string Vector or 

Pixel-oriented 

      

Information 

retrieval 

Query Indexing 
 

X X 
   

 
Localization + 

feature 

extraction 

CBIR and 

Knowledge-

Based 

Segmentation 

  
X 

   

Data Security 

and Privacy 

De-

identification 

Removing 

identifier 

    
X 

 

 

Although multiple literature reviews summarized the functionalities and technologies used in image database 

systems, none of them consider their relationships with quality attributes. The summarized answers are 

represented in Table 4, showing the relationship between functionalities, related technologies, and quality 

attributes. 

 

The table illustrates that data storage is associated with all quality attributes. Notably, the "cloud or local driver" 

methodology lacks specific associated technology yet exhibits the most designed quality attributes, with the 

exception of data validation. This peculiarity arises from the service-oriented nature of cloud-based systems and 

the hardware-oriented nature of local drivers. In contrast, the specialized image processing technique known as 

"2D string" does not align with any quality attribute. This observation may be due to the lack of relevant research 

rather than inherent limitations of the technology itself. Technically, the 2D string format can reduce storage 

requirements by representing images in a structured, mathematical, and vector-based format, rather than storing 

the images themselves. However, this approach is risky on information loss, which can impact data validation. 

Therefore, exploring the integration of 2D string and image compression may prove more advantageous for 

comprehensively addressing all quality attributes. 

 

Another advantage pursued by this research endeavor is the scalability of the image database. System scalability 

is highly related to data storage, as it pertains to the database's capacity to accommodate growing data volumes 

and evolving user demands while maintaining optimal performance. It is a fundamental aspect of image database 

management, ensuring that the system maintains its responsiveness and efficiency during expansion. Notably, the 

vector-oriented structure of 2D String proves advantageous for tasks that require the scalability and adaptability 

of image data. Therefore, the integration of 2D String and image compression as foundational technologies for 

data storage represents a prospective avenue for future scientific research. 

 

DICOM can serve as the designated standard format for such research endeavors, given its current status as the 

most extensively adopted format. Moreover, DICOM, as the established framework for the delineation of data 

structures pertaining to medical images and associated information, effectively confronts certain challenges 

pertaining to the exchange of information among diverse systems and tools (Marcos et al., 2007).  
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Furthermore, DICOM also serves as a de-identification technique. It can not only remove identification 

information but can also remove some other sensitive data through a process similar to the one used for clinical 

data (Elbers et al., 2020). This underscores the need for maintaining data security and privacy in medical imaging. 

With the increasing volume of big data, data security is becoming increasingly important. Enhancing the security 

of image database systems will inevitably become a crucial factor that database developers must consider.   
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